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Abstract

In this paper, we investigate numerical methods for high order differential equations. We propose new spectral and spectral element methods for high order problems with mixed inhomogeneous boundary conditions, and prove their spectral accuracy by using the recent results on the Jacobi quasi-orthogonal approximation. Numerical results demonstrate the high accuracy of suggested algorithm, which also works well even for oscillating solutions.
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1. Introduction

The Legendre and Chebyshev spectral methods have been used successfully for numerical solutions of differential equations, see, e.g., [3, 6, 7, 11, 12, 24] and the references therein. Some authors also developed the Jacobi spectral method of singular differential equations, see, e.g., [13, 14, 20]. Guo et al. [17, 18] proposed the generalized Jacobi spectral method enlarging the applications. We considered second order problems mostly. However, it is also important to deal with high order problems arising in science and engineering, see, e.g., [2, 4, 5, 8, 15, 22, 25-27] and the references therein. Recently, Guo et al. [19] developed the generalized Jacobi quasi-orthogonal approximation, which generalize the Legendre quasi-orthogonal approximation given in [16, 21, 23]. In particular, it leads to the probability of producing new spectral and spectral element methods for high order problems with various mixed boundary conditions.

In this work, we investigate new numerical methods for high order differential equations, by using the recent results on the Jacobi quasi-orthogonal approximation. The next section is for preliminaries. In Section 3, we propose spectral element method for high and even order problems with mixed inhomogeneous Dirichlet-Neumann boundary conditions, and prove its spectral accuracy. We also provide the spectral element method with essential imposition of mixed boundary conditions. In Section 4, we consider spectral method for high and odd order...
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problem and prove its spectral accuracy in space. In Section 5, we present some numerical results demonstrating the effectiveness of suggested algorithm, which also works well even for oscillating solutions. The final section is for concluding remarks. Although we only considered two model problems in this paper, the idea and techniques developed in this work open a new goal for designing and analyzing spectral and spectral element methods of many other high order problems with various boundary conditions.

2. Preliminaries

Let Λ = {x | |x| < 1} and χ(x) be a certain weight function. For any integer r ≥ 0, we define the weighted Sobolev space $H^r(\Lambda)$ as usual, with the inner product $(u,v)_{r,\chi}$, the semi-norm $|v|_{r,\chi}$ and the norm $\|v\|_{r,\chi}$. In particular, we denote the inner product and the norm of $L^2(\Lambda)$ by $(u,v)_{\chi}$ and $\|v\|_{\chi}$, respectively. The space $H^r(\Lambda)$ stands for the closure in $H^r(\Lambda)$ of the set $D(\Lambda)$ consisting of all infinitely differentiable functions with compact support in Λ. We omit the subscript $\chi$ in notations, whenever $\chi(x) \equiv 1$.

Let $\chi^{(\sigma,\lambda)}(x) = (1 - x)\sigma(1 + x)^\lambda$, $\sigma, \lambda > -1$, and $J_l^{(\sigma,\lambda)}(x)$ be the Jacobi polynomials of degree $l$. For any integers $m, n \geq 1$, we set

$$Y_l^{(m,n)}(x) = (1 - x)^m (1 + x)^n J_{l-m-n}(x), \quad l \geq m + n.$$ 

The set of all polynomials $Y_l^{(m,n)}(x)$ is a complete $L^2_{\chi^{(-m,-n)}}(\Lambda)$-orthogonal system, namely (see (2.9) of [18]),

$$\int_{\Lambda} Y_l^{(m,n)}(x) Y_{l'}^{(m,n)}(x) \chi^{(-m,-n)}(x) dx = \gamma_l^{(m,n)} \delta_{l,l'},$$

(2.1)

where $\delta_{l,l'}$ is the Kronecker symbol, and

$$\gamma_l^{(m,n)} = \frac{2^{m+n+1} \Gamma(l-m+1) \Gamma(l-n+1)}{(2l-m-n+1) \Gamma(l+1) \Gamma(l-m-n+1)}, \quad l \geq m + n.$$ 

For any $v \in L^2_{\chi^{(-m,-n)}}(\Lambda)$, we have

$$v(x) = \sum_{l=m+n}^{\infty} \tilde{v}_l^{(m,n)} Y_l^{(m,n)}(x),$$

(2.2)

where

$$\tilde{v}_l^{(m,n)} = \frac{1}{\gamma_l^{(m,n)}} \int_{\Lambda} v(x) Y_l^{(m,n)}(x) \chi^{(-m,-n)}(x) dx.$$ 

For any positive integer $N$, $P_N(\Lambda)$ stands for the set of all algebraic polynomials of degree at most $N$, and

$$Q_N^{(m,n)}(\Lambda) = \text{span}\{Y_l^{(m,n)}(x), \quad m + n \leq l \leq N\}.$$ 

The projection $P_{N,m,n} : L^2_{\chi^{(-m,-n)}}(\Lambda) \rightarrow Q_N^{(m,n)}(\Lambda)$ is defined by

$$(P_{N,m,n} v - v, \phi)_{\chi^{(-m,-n)}} = 0, \quad \forall \phi \in Q_N^{(m,n)}(\Lambda).$$

(2.3)

For numerical solutions of high order differential equations, we need other orthogonal projections. For this purpose, we introduce the space

$$H^r_{m,n,A}(\Lambda) = \{v \mid v \text{ is measurable on } \Lambda \text{ and } \|v\|_{H^r_{m,n,A}} < \infty\},$$
equipped with the following semi-norm and norm,

$$|v|_{H^r_{m,n,A}} = \|\partial^r_x v\|_{\chi^{(-m+r,-n+r)}}$$

$$\|v\|_{H^r_{m,n,A}} = \left(\sum_{k=0}^{r} |v|_{H^k_{m,n,A}}^2\right)^{\frac{1}{2}}.$$  

If $v \in H^r_{m,n,A}(\Lambda), m,n \geq 1$ and $r \geq \max(m,n)$, then there exist finite traces $\partial^k_x v(-1)$ for $0 \leq k \leq n-1$, and $\partial^k_x v(1)$ for $0 \leq k \leq m-1$. Accordingly, we define the space

$$H^r_{0,m,n,A}(\Lambda) = \left\{ v \in H^r_{m,n,A}(\Lambda) \mid \partial^k_x v(-1) = 0 \text{ for } 0 \leq k \leq n-1, \text{ and} \right.$$  

$$\partial^k_x v(1) = 0 \text{ for } 0 \leq k \leq m-1 \right\}.$$  

For integer $\max(m,n) \leq \mu \leq m+n$, the projection $P_{N,m,n}^{\mu,0} : H^\mu_{0,m,n,A}(\Lambda) \to Q^{(m,n)}_{N}(\Lambda)$ is defined by

$$\left(\partial^\mu_x (v - P_{N,m,n}^{\mu,0} v), \partial^\mu_x \phi\right)_{\chi^{(-m+,\ldots,-n+)}} = 0, \quad \forall \phi \in Q^{(m,n)}_{N}(\Lambda).$$

As was shown in [19] that

$$P_{N,m,n}^{\mu,0} v = P_{N,m,n} v, \quad \forall v \in H^\mu_{0,m,n,A}(\Lambda).$$

For inhomogeneous Dirichlet, Neumann and mixed boundary conditions, as well as for spectral element methods of high order equations in which the numerical solutions and some of their derivatives should match properly on all common boundaries of adjacent subdomains, we need certain quasi-orthogonal approximations. For this purpose, we introduce the following polynomials of degree $m+n-1$,

$$q^+_{m,n,j}(x) = \frac{1}{2^n j!} (1-x)^m \sum_{l=0}^{n-1-j} \frac{(m+l-1)!}{2^l l!(m-1)!} (1+x)^{l+j},$$

$$q^-_{m,n,j}(x) = \frac{(-1)^j}{2^n j!} (1+x)^n \sum_{l=0}^{m-1-j} \frac{(n+l-1)!}{2^l l!(n-1)!} (1-x)^{l+j}.$$  

For any $v \in H_{m,n,A}^{r}(\Lambda)$ and $r \geq \max(m,n)$, we set

$$v_{m,n,b}(x) = \sum_{j=0}^{n-1} \partial^j_x v(-1)q^-_{m,n,j}(x) + \sum_{j=0}^{m-1} \partial^j_x v(1)q^+_{m,n,j}(x).$$

Furthermore, let $\tilde{v}(x) = v(x) - v_{m,n,b}(x)$. The Jacobi quasi-orthogonal projection is given by

$$P_{N,m,n}^{\mu} v(x) = P_{N,m,n}^{\mu,0} \tilde{v}(x) + v_{m,n,b}(x) \in \mathcal{P}_N(\Lambda).$$

We have (cf. [19])

$$\partial^k_x P_{N,m,n}^{\mu} v(-1) = \partial^k_x v(-1), \quad \text{for } 0 \leq k \leq n-1,$$

$$\partial^k_x P_{N,m,n}^{\mu} v(1) = \partial^k_x v(1), \quad \text{for } 0 \leq k \leq m-1.$$  

Throughout this paper, we denote by $c$ a generic positive constant independent of any function and $N$. According to (2.20) of [19], we know that if $v \in H_{m,n,A}^{\max(m,n)}(\Lambda)$, $\partial^r_x v \in \mathcal{P}^r(\Lambda)$.
\[ L^2_{\chi^{(-m+r,-n+r)}}(\Lambda), \text{ integers } m,n,r \geq 1, \ N \geq m+n, \ 0 \leq k \leq r \leq N+1 \text{ and } \max(m,n,k) \leq \mu \leq m+n, \text{ then} \]
\[ ||\partial^k_x(P_{N,m,n}^\mu v - v)||_{\chi^{(-m+k,-n+k)}} \leq cN^{k-r} ||\partial_x^k v||_{\chi^{(-m+r,-n+r)}} + ||\partial_x^k v_m,n,h||_{\chi^{(-m+r,-n+r)}}. \]  
(2.8)

In particular, if \( r \geq m+n \) (or max(\( m,n \)) \leq r and 1 \leq m,n \leq 4), then
\[ ||\partial^k_x(P_{N,m,n}^\mu v - v)||_{\chi^{(-m+k,-n+k)}} \leq cN^{k-r} ||\partial_x^k v||_{\chi^{(-m+r,-n+r)}}. \]  
(2.9)

The projection \( P_{N,\sigma,\lambda}^\mu v \) possesses an interesting property, playing an important role in the spectral method of high and odd order problems. In fact (cf. [19]), for any \( \phi \in Q_{N-\sigma+\lambda}^{(\lambda,\lambda)}(\Lambda) \) and \( \max(\sigma,\lambda) \leq \mu \leq m+n, \)
\[ \left( \partial^\mu_x (P_{N,\sigma,\lambda}^\mu v - v), \partial^\mu_x \phi \right) = 0. \]  
(2.10)


3.1. Spectral element scheme.

The generalized Jacobi orthogonal approximation was applied successfully to numerical solutions of high order problems with homogeneous Dirichlet boundary conditions, see [17,18]. But, it seems not powerful enough for dealing with mixed inhomogeneous boundary value problems of high order. Especially, it is not easy to design proper spectral element method for high order problems. In this section, we design a new spectral element method for such problems.

As an example, we consider the following 2m order problem with mixed inhomogeneous Dirichlet-Neumann boundary conditions,  
\[ \begin{align*}
(\color{red}{-1})^m \partial_x^{2m} U(x) + U(x) &= f(x), & x \in I = (a,b), \\
\partial_x^k U(a) &= \alpha_k, & \partial_x^k U(b) = \beta_k, & 0 \leq k \leq m-2.
\end{align*} \]  
(3.1)

Let
\[ V(I) = \left\{ v \in H_m^m(I) \mid \partial_x^k v(a) = \alpha_k, \partial_x^k v(b) = \beta_k, \ 0 \leq k \leq m-2 \right\}, \]
\[ \tilde{V}(I) = H_m^m(I) \cap H_0^{m-1}(I). \]

The weak formulation of (3.1) is to find \( U \in V(I) \) such that
\[ (\partial_x^{2m} U, \partial_x^{2m} v) + (U, v) + (\color{red}{-1})^{m-1} \beta_m \partial_x^{m-1} v(b) + (\color{red}{-1})^m \alpha_m \partial_x^{m-1} v(a) \]
\[ = (f, v), \quad \forall v \in \tilde{V}(I). \]  
(3.2)

If \( f \in V(I) \), then (3.2) admits a unique solution.

Let \( M \) be a positive integer, and \( a = x_0 < x_1 < \cdots < x_M = b \). Denote \( I_i = (x_{i-1}, x_i) \) and \( h_i = x_i - x_{i-1} \). For integer \( N_i > 0 \), \( P_{N_i}(I_i) \) stands for the set of polynomials defined on \( I_i \) of degree at most \( N_i \). Let \( N = (N_1, N_2, \cdots, N_M) \), and
\[ V_N(I) = \left\{ \phi \in V(I) \mid \phi|_{I_i} \in P_{N_i}(I_i) \text{ for } 1 \leq i \leq M \right\}. \]
\[ V_N(I) = \left\{ \phi \in V(I) \mid \phi|_{I_i} \in P_{N_i}(I_i) \quad \text{for} \quad 1 \leq i \leq M \right\}. \]

The spectral element scheme for solving (3.2) is to seek \( u_N \in V_N(I) \) such that

\[
(\partial_x^m u_N, \partial_x^m \phi) + (u_N, \phi) + (-1)^{m-1} \beta_m \partial_x^{m-1} \phi(b) + (-1)^{m} \alpha_m \partial_x^{m-1} \phi(a) = (f, \phi), \quad \forall \phi \in V_N(I).
\] (3.3)

For error estimation of numerical solution, we need some preparations. To do this, let \( m_i, n_i \geq 1 \), and

\[ \chi^{(m_i, n_i)}_i(x) = 2^{m_i+n_i} h_i^{-m_i-n_i} (x_i - x)^{m_i} (x - x_{i-1})^{n_i}, \quad x \in I_i, \quad 1 \leq i \leq M. \]

We introduce the spaces

\[
H^{r_i}_{m_i, n_i, A}(I_i) = \left\{ v \mid v \text{ is measurable on } I_i, \quad \text{and} \quad \|v\|_{H^{r_i}_{m_i, n_i, A}(I_i)} < \infty \right\},
\]

\[
H^{r_i}_{0, m_i, n_i, A}(I_i) = \left\{ v \in H^{r_i}_{m_i, n_i, A}(I_i) \mid \partial_x^k v(x_{i-1}) = 0 \quad \text{for} \quad 0 \leq k \leq n_i - 1, \right. \\
\left. \quad \text{and} \quad \partial_x^k v(x_i) = 0 \quad \text{for} \quad 0 \leq k \leq m_i - 1 \right\},
\]

equipped with the following semi-norm and norm,

\[
\|v\|_{H^{r_i}_{m_i, n_i, A}(I_i)} = \left( \sum_{k=0}^{r_i} \|\partial_x^k v\|_{L^2(I_i)}^2 \chi^{(m_i, n_i)}_i(x) \right)^{\frac{1}{2}},
\]

\[
\|v\|_{H^{r_i}_{0, m_i, n_i, A}(I_i)} = \left( \sum_{k=0}^{r_i} \|\partial_x^k v\|_{L^2(I_i)}^2 \chi^{(m_i, n_i)}_i(x) \right)^{\frac{1}{2}}.
\]

Next, we set

\[
Y^{(m_i, n_i)}_{i,l}(x) = \chi^{(m_i, n_i)}_i(x) J^{(m_i, n_i)}_{l-m_i-n_i} \left( \frac{2x - x_{i-1} - x_i}{h_i} \right), \quad x \in I_i, \quad l \geq m_i + n_i,
\]

\[
Q^{(m_i, n_i)}_{N_i}(I_i) = \text{span}\left\{ Y^{(m_i, n_i)}_{i,l}(x) \mid m_i + n_i \leq l \leq N_i \right\}.
\]

Let \( \hat{v}(\hat{x}) = v(x) \) and \( x = \frac{1}{2}(h_i \hat{x} + x_{i-1} + x_i) \). The projection \( P^{0,0}_{N_i, m_i, n_i} \) is similar to the projection \( P_{N,m,n}^{0,0} \) given by (2.4). For integers \( \max(m_i, n_i) \leq \mu_i \leq m_i + n_i \), we define the local projections \( P^{\mu_i,0}_{N_i, m_i, n_i} : H^{\mu_i}_{0, m_i, n_i, A}(I_i) \rightarrow Q^{(m_i, n_i)}_{N_i}(I_i) \) as

\[
P^{\mu_i,0}_{N_i, m_i, n_i} v(x) = P^{\mu_i,0}_{N_i, m_i, n_i} \hat{v}(\hat{x}) \bigg|_{\hat{x} = \frac{2x - x_{i-1} - x_i}{h_i}}, \quad 1 \leq i \leq M.
\]

We also introduce the following functions: for \( \leq i \leq M \),

\[
q^{\pm}_{m_i, n_i, j}(x) = q^{\pm}_{m_i, n_i, j} \left( \frac{2x - x_{i-1} - x_i}{h_i} \right),
\]

\[
v_{m_i, n_i, b_i}(x) = \sum_{j=0}^{n_i-1} \left( \frac{h_i}{2} \right)^j \partial_x^j v(x_{i-1}) q^{1-}_{m_i, n_i, j}(x) + \sum_{j=1}^{m_i-1} \left( \frac{h_i}{2} \right)^j \partial_x^j v(x_i) q^{1+}_{m_i, n_i, j}(x),
\]

where \( \partial_x^k v(x_0) = \alpha_k \) and \( \partial_x^k v(x_M) = \beta_k \), \( 0 \leq k \leq m - 2 \).

The local quasi-orthogonal projections are defined by

\[
P_{N_i, m_i, n_i, i}^{\mu_i} v(x) = P_{N_i, m_i, n_i, i}^{\mu_i,0} (v(x) - v_{m_i, n_i, b_i}(x)) + v_{m_i, n_i, b_i}(x), \quad x \in I_i, \quad 1 \leq i \leq M.
\]
If \( v \in H^m_{\mu_1, n_1, A}(I_i) \), \( \partial_x^k v \in L^2_{\chi_i} \), integers \( m_1, n_i, r_i \geq 1, N_i \geq m_i + n_i \),
\[
\max(m_i, n_i) \leq m_i + n_i, \quad 0 \leq k \leq r_i \leq N_i + 1,
\]
and \( r_i > m_i + n_i \) (or \( \max(m_i, n_i) \leq r_i \) and \( m_i, n_i \leq 4 \)), then (2.9) leads to
\[
||\partial_x^k (v - P^m_{N_i, m, n_i, i} v)||_{L^2_{\chi_i}([-m_i + k, -n_i + k](I_i))} \leq c h_i^{-k} N_i^{k-r_i} ||\partial_x^{r_i} v||_{L^2_{\chi_i}([-m_i + r_i, -n_i + r_i](I_i))}. \quad (3.4)
\]

We next construct a specific composite quasi-orthogonal projection defined on the whole interval \( I \). Let \( r = (r_1, r_2, \ldots, r_M) \) and \( h = (h_1, h_2, \ldots, h_M) \). The projection \( P^m_N v(x) \) is defined by
\[
P^m_N v(x)|_{I_i} = P^m_{N_i, m, m_i, i} v(x), \quad 1 \leq i \leq M.
\]
For notational convenience, we introduce the following quantities,
\[
A(v, k) = \left( \sum_{i=1}^M ||\partial_x^k v||_{L^2_{\chi_i}([-m_i + k, -n_i + k](I_i))}^2 \right)^{1/2},
\]
\[
B(v, N, h, r, k) = \left( \sum_{i=1}^M h_i^{2r_i - 2k} N_i^{2k - 2r_i} ||\partial_x^k v||_{L^2_{\chi_i}([-m_i + r_i, -n_i + r_i](I_i))}^2 \right)^{1/2}.
\]
Assume that \( m \leq r_i \leq N_i + 1 \) and \( N_i \geq 2m \) for \( 1 \leq i \leq M \). Then, by virtue of (3.4),
\[
A(v - P^m_N v, k) \leq c B(v, N, h, r, k), \quad 0 \leq k \leq m. \quad (3.5)
\]

We now deal with the convergence of scheme (3.3). As usual, we introduce the auxiliary projection \( P^m_N : V(I) \to V_N(I) \), defined by
\[
(\partial_x^m (P^m_N v - v), \partial_x^m \phi) + (P^m_N v - v, \phi) = 0, \quad \forall \phi \in V_N(I). \quad (3.6)
\]
The above projection has a nice property. In fact, for any \( v \in V(I) \) and \( w \in V_N(I) \), we have \( P^m_N v - w \in V_N(I) \). Thus, we use (3.6) to deduce that
\[
(\partial_x^m (v - w), \partial_x^m (v - w)) + (v - w, v - w) \leq (\partial_x^m (v - P^m_N v), \partial_x^m (v - P^m_N v)) + (v - P^m_N v, v - P^m_N v)
+ (\partial_x^m (P^m_N v - w), \partial_x^m (P^m_N v - w)) + (P^m_N v - w, P^m_N v - w)
+ 2(\partial_x^m (v - P^m_N v), \partial_x^m (P^m_N v - w)) + 2(v - P^m_N v, P^m_N v - w)
\geq (\partial_x^m (v - P^m_N v), \partial_x^m (v - P^m_N v)) + (v - P^m_N v, v - P^m_N v). \quad (3.7)
\]
Furthermore, since \( V_N(I) \subset V(I) \) and \( V_N(I) \subset V(I) \), we use (3.2) to obtain
\[
(\partial_x^m P^m_N U, \partial_x^m \phi) + (P^m_N U, \phi) + (-1)^m \beta_m \partial_x^{m-1} \phi(b)
+ (-1)^m \alpha_m \partial_x^{m-1} \phi(a) = (f, \phi), \quad \forall \phi \in V_N(I).
\]
Let \( \tilde{U}_N = u_N - P^m_N U \). Substracting the above equation from (3.3) yields
\[
(\partial_x^m \tilde{U}_N, \partial_x^m \phi) + (\tilde{U}_N, \phi) = 0, \quad \forall \phi \in V_N(I). \quad (3.8)
\]
Taking \( \phi = \tilde{U}_N \) in (3.8), we obtain \( \tilde{U}_N(\chi) \equiv 0 \), i.e., \( u_N = P^m_N U \). Moreover, by the definition of \( P^m_N v(x) \), we have \( P^m_N U \in V_{N}(I) \). Therefore, we use the Gagliardo-Nirenberg inequality, the
property of projection $\bar{P}_N^m U$, (3.7) with $v = U$ and $w = P_N^m U$, and (3.5) successively, to derive that
\[
\|U - u_N\|_{H^m(I)} \leq c \left( \|\partial_x^m(U - u_N)\|_{L^2(I)} + \|U - u_N\|_{L^2(I)} \right)
\]
\[
= c \left( \|\partial_x^m(U - \bar{P}_N^m U)\|_{L^2(I)} + \|U - P_N^m U\|_{L^2(I)} \right)
\]
\[
\leq c \left( \|\partial_x^m(U - \bar{P}_N^m U)\|_{L^2(I)} + \|U - P_N^m U\|_{L^2(I)} \right)
\]
\[
\leq c \left( \mathcal{A}(U - P_N^m U, m) + \mathcal{A}(U - P_N^m U, 0) \right)
\]
\[
\leq c \mathcal{B}(U, N, h, r, m). \quad (3.9)
\]
If $h_i = h, N_i = N \geq 2m$ and $m \leq r_i \leq N + 1$ for $1 \leq i \leq M$, then
\[
\|U - u_N\|_{H^m(I)} \leq c \left( \sum_{i=1}^M \frac{h_i}{N_i} 2r_i - 2m \|\partial_x^m U\|_{L^2} \right)^{\frac{1}{2}}.
\]
As we know, it is not easy to derive the optimal estimate of $\|U - u_N\|$ for the mixed boundary value problems. We now use a unusual duality argument to derive it. For simplicity of statements, we focus on the homogeneous boundary condition s, i.e., $\partial_n u = 0$ for $0 \leq k \leq m - 2$. In this case, $V(I) = \bar{V}(I) = H^m(I) \cap H^m_{0} (I)$ and $V_N(I) = \bar{V}_N(I)$. Let
\[
W(I) = \left\{ v \in V(I) \mid \partial_x^m v(a) = \partial_x^m v(b) = 0 \right\}.
\]
For $g \in L^2(I)$, we consider an auxiliary problem. It is to find $w \in W(I)$ such that
\[
(\partial_x^m w, \partial_x^m z) + (w, z) = (g, z), \quad \forall z \in V(I). \quad (3.10)
\]
Taking $z = U - u_N \in V(I)$ in (3.10), we obtain
\[
\left( \partial_x^m w, \partial_x^m (U - u_N) \right) + (w, U - u_N) = (g, U - u_N).
\]
On the other hand, as it was shown before, $u_N = \bar{P}_N^m U$. Moreover, $\bar{P}_N^m w \in \bar{V}_N(I)$. As a result, we have from (3.6) with $v = U$ and $\phi = \bar{P}_N^m w$ to deduce that
\[
\left( \partial_x^m \bar{P}_N^m w, \partial_x^m (U - u_N) \right) + (\bar{P}_N^m w, U - u_N) = 0.
\]
A combination of the above two equalities leads to
\[
\left( \partial_x^m (w - \bar{P}_N^m w), \partial_x^m (U - u_N) \right) + (w - \bar{P}_N^m w, U - u_N) = (g, U - u_N).
\]
Next, let $\tilde{r} = (2m, 2m, \ldots, 2m)$. Then, it follows from (3.9) that
\[
|(g, U - u_N)| \leq c \mathcal{B}(U, N, h, r, m) \mathcal{B}(w, N, h, \tilde{r}, m). \quad (3.11)
\]
It can be checked that
\[
\mathcal{B}(w, N, h, \tilde{r}, m) \leq c \left( \sum_{i=1}^M \frac{h_i}{N_i} 2m \|\partial_x^m w\|_{L^2(I)}^2 \right)^{\frac{1}{2}}. \quad (3.12)
\]
Furthermore, we derive from (3.10) that in sense of distribution,
\((-1)^m \partial_x^{2m} w(x) + w(x) = g(x)\).
In addition, \(\partial_x^m w(a) = \partial_x^m w(b) = 0\). Multiplying the above equation by \(w(x)\) and using integration by parts, we obtain that \(\|w\| \leq \|g\|\). Accordingly,
\[\|\partial_x^{2m} w\|^2 \leq 2\|g\|^2 + 2\|w\|^2 \leq 4\|g\|^2.\]

Finally, we use the above inequality, along with (3.11) and (3.12), to deduce that for the uniform mode \(N_i = N\) and the uniform step size \(h_i = h\),
\[\|U - u_N\| = \sup_{g \in L^2(I), g \neq 0} \frac{\|U - u_N, g\|}{\|g\|} \leq c \left(\frac{h}{N}\right)^m B(U, N, h, r, m),\]
which is the optimal error estimate.

3.2. Spectral element scheme with essential imposition of boundary conditions.

We now turn to the spectral element scheme for (3.1), with essential imposition of boundary conditions. To do this, let
\[
\tilde{V}_N(I) = \left\{ \phi \in V(I) \mid \phi|_{I_i} \in P_{N_i}(I_i) \text{ for } 1 \leq i \leq M, \text{ and } \partial_x^m \phi(a) = \alpha_m, \partial_x^m \phi(b) = \beta_m \right\},
\]
\[
\tilde{V}_N(I) = \left\{ \phi \in \tilde{V}(I) \mid \phi|_{I_i} \in P_{N_i}(I_i) \text{ for } 1 \leq i \leq M, \text{ and } \partial_x^m \phi(a) = \partial_x^m \phi(b) = 0 \right\}.
\]
The spectral element scheme for (3.2) is to seek \(u_N \in \tilde{V}_N(I)\) such that
\[
(\partial_x^m u_N, \partial_x^m \phi) + (u_N, \phi) + (-1)^{m-1} \beta_m \partial_x^{m-1} \phi(b) + (-1)^m \alpha_m \partial_x^{m-1} \phi(a)
= (f, \phi), \quad \forall \phi \in \tilde{V}_N(I). \tag{3.13}
\]
The new composite quasi-orthogonal projection \(P_N^* v(x)\) is defined by
\[
P_N^* v(x)|_{I_i} = \begin{cases} 
P_{N_i, m, m+1, i} v(x), & 2 \leq i \leq M - 1, \\
P_{N_i, m, m, i} v(x), & 1 \leq i \leq M - 1, \\
P_{N_M, m+1, m, M} v(x). & \end{cases}
\]
We introduce the following quantities,
\[
\tilde{A}(v, k) = \left( \sum_{i=2}^{M-1} \frac{\|\partial_x^k v\|^2_{L^2_x(I_i)}}{x_i \mu_i} + \frac{\|\partial_x^k v\|^2_{L^2_{x_1-x_i+m+k}}(I_i)}{x_i \mu_i} + \frac{\|\partial_x^k v\|^2_{L^2_{x_i-x_1+m+k}}(I_i)}{x_i \mu_i} \right)^\frac{1}{2},
\]
\[
\tilde{B}(v, N, h, r, k) = \left( \sum_{i=2}^{M-1} h_i^{2r_i} N_i^{2k-2r_i} \|\partial_x^k v\|^2_{L^2_{x_i-x_i+r_i+m-r_i}}(I_i) + h_1^{2r_1} N_1^{2k-2r_1} \|\partial_x^k v\|^2_{L^2_{x_1-x_1+r_1+m-1-r_1}}(I_1) + h_M^{2r_M} N_M^{2k-2r_M} \|\partial_x^k v\|^2_{L^2_{x_1-x_1+r_M+m+r_M}}(I_M) \right)^\frac{1}{2}.
\]
Assume that \( m \leq r_i \leq N_i + 1 \) and \( N_i \geq 2m \) for \( 2 \leq i \leq M - 1 \), while \( m + 1 \leq r_i \leq N_i + 1 \) and \( N_i \geq 2m + 1 \) for \( i = 1, M \). Then, by virtue of (3.4),

\[
\tilde{h}(v - P_N^m v, k) \leq c \tilde{\mathcal{B}}(v, N, h, r, k), \quad 0 \leq k \leq m. \tag{3.14}
\]

We now deal with the convergence of scheme (3.13). We introduce the auxiliary projection \( \tilde{P}_N^m : V(I) \to V_N(I) \), defined by

\[
\left( \partial_x^m (\tilde{P}_N^m v - v), \partial_x^m \phi \right) + (\tilde{P}_N^m v - v, \phi) = 0, \quad \forall \phi \in V_N(I). \tag{3.15}
\]

For any \( v \in V(I) \) and \( w \in V_N(I) \), we have \( \tilde{P}_N^m v - w \in V_N(I) \). Thus, with the aid of (3.15), an argument similar to derivation of (3.7) leads to

\[
\left( \partial_x^m (v - w), \partial_x^m (v - w) \right) + (v - w, v - w) \geq \left( \partial_x^m (v - \tilde{P}_N^m v), \partial_x^m (v - \tilde{P}_N^m v) \right) + (v - \tilde{P}_N^m v, v - \tilde{P}_N^m v). \tag{3.16}
\]

Moreover, since \( \tilde{V}_N(I) \subset V(I) \), we use (3.2) to obtain

\[
(\partial_x^m \tilde{P}_N^m U, \partial_x^m \phi) + (\tilde{P}_N^m U, \phi) + (-1)^{m-1} \beta_m \partial_x^{m-1} \phi(b) + (-1)^m \alpha_m \partial_x^{m-1} \phi(a) = (f, \phi), \quad \forall \phi \in \tilde{V}_N(I).
\]

Let \( \tilde{U}_N = u_N - \tilde{P}_N^m U \). Subtracting the above equation from (3.13) yields

\[
(\partial_x^m \tilde{U}_N, \partial_x^m \phi) + (\tilde{U}_N, \phi) = 0, \quad \forall \phi \in \tilde{V}_N(I). \tag{3.17}
\]

Taking \( \phi = \tilde{U}_N \) in (3.17), we obtain \( \tilde{U}_N(x) \equiv 0 \), i.e., \( u_N = \tilde{P}_N^m U \). Moreover, by the definition of \( P_N^m U(x) \), we have \( P_N^m U \in V_N(I) \). Therefore, we use the Gagliardo-Nirenberg inequality, the property of projection \( \tilde{P}_N^m U \), (3.16) with \( v = U \) and \( w = P_N^m U \), and (3.14) successively, to derive that

\[
\|U - u_N\|_{H^1(I)} \leq c \left( \|\partial_x^m (U - u_N)\|_{L^2(I)} + \|U - u_N\|_{L^2(I)} \right) \\
= c \left( \|\partial_x^m (U - \tilde{P}_N^m U)\|_{L^2(I)} + \|U - \tilde{P}_N^m U\|_{L^2(I)} \right) \\
\leq c \left( \|\partial_x^m (U - P_N^m U)\|_{L^2(I)} + \|U - P_N^m U\|_{L^2(I)} \right) \\
\leq c \left( \tilde{h}(U - P_N^m U, m) + \tilde{h}(U - P_N^m U, 0) \right) \\
\leq c \tilde{\mathcal{B}}(U, N, h, r, m). \tag{3.18}
\]

If \( h_i = h, N_i = N \geq 2m + 1, m \leq r_i \leq N + 1 \) for \( 2 \leq i \leq M - 1 \), and \( m + 1 \leq r_i, r_M \leq N + 1 \), then

\[
\|U - u_N\|_{H^1(I)} \leq c \sum_{i=2}^{M-1} \left( \frac{h}{N} \right)^{2r_i-2m} \|\partial_x^{r_i} U\|_{L^2(x_i^{(-m+r_i,-m+r_i)}(I_i))} \\
+ \left( \frac{h}{N} \right)^{2r_M-2m} \|\partial_x^{r_M} U\|_{L^2(x_M^{(-m+r_M,-m+r_M)}(I_M))} \\
+ \left( \frac{h}{N} \right)^{2r_M-2m} \|\partial_x^{r_M} U\|_{L^2(x_M^{(-m+r_M,-m+r_M)}(I_M))}^{1/2}.
\]
We now derive the optimal error estimate of \( \| U - u_N \| \), for the case with the homogeneous boundary conditions. In this case, \( V(I) = \tilde{V}(I) = H^m(I) \cap H^{m-1}_0(I) \) and \( \tilde{V}_N(I) = \tilde{V}_N(I) \). Let \( W(I) \) be the same as before, and \( g \in L^2(I) \). We consider an auxiliary problem. It is to find \( w \in W(I) \) such that

\[
\left( \partial_x^m w, \partial_x^m z \right) + (w, z) = (g, z), \quad \forall z \in W(I).
\]

(3.19)

Taking \( z = U - u_N \in W(I) \) in (3.19), we obtain

\[
\left( \partial_x^m w, \partial_x^m (U - u_N) \right) + (w, U - u_N) = (g, U - u_N).
\]

Since \( u_N = \tilde{P}_N^m U \) and \( \tilde{P}_N^m w \in \tilde{V}_N(I) \), we use (3.15) with \( v = U \) and \( \phi = \tilde{P}_N^m w \) to obtain

\[
\left( \partial_x^m \tilde{P}_N^m w, \partial_x^m (U - u_N) \right) + (\tilde{P}_N^m w, U - u_N) = 0.
\]

A combination of the above two equalities leads to

\[
\left( \partial_x^m (w - \tilde{P}_N^m w), \partial_x^m (U - u_N) \right) + (w - \tilde{P}_N^m w, U - u_N) = (g, U - u_N).
\]

Next, let \( \tilde{r} = (2m, 2m, \ldots, 2m) \). Then, by virtue of (3.18),

\[
|\langle g, U - u_N \rangle| \leq c \mathfrak{B}(U, N, h, r, m) \mathfrak{B}(w, N, h, \tilde{r}, m).
\]

(3.20)

It can be checked that

\[
\mathfrak{B}(w, N, h, \tilde{r}, m) \leq c \left( \sum_{i=1}^{M} \left( \frac{h_i}{N} \right)^{2m} \| \partial_x^{2m} w \|_{L^2(I_i)}^2 \right)^{\frac{1}{2}}.
\]

(3.21)

Furthermore, we derive from (3.19) that in sense of distribution,

\[
(-1)^m \partial_x^{2m} w(x) + w(x) = g(x),
\]

with \( \partial_x^{2m} w(a) = \partial_x^{2m} w(b) = 0 \). Multiplying the above equation by \( w(x) \) and using integration by parts, we obtain \( \| w \| \leq \| g \| \). Accordingly,

\[
\| \partial_x^{2m} w \|^2 \leq 2\| g \|^2 + 2\| w \|^2 \leq 4\| g \|^2.
\]

Finally, we use the above inequality, along with (3.20) and (3.21), to deduce that for the uniform mode \( N_i = N \) and the uniform step size \( h_i = h \),

\[
\| U - u_N \| = \sup_{g \in L^2(I), g \neq 0} \frac{|(U - u_N, g)|}{\| g \|} \leq c \left( \frac{h}{N} \right)^m \mathfrak{B}(U, N, h, r, m),
\]

(3.22)

which is the optimal error estimate.

**Remark 3.1.** Auteri et al. [1] proposed a Legendre spectral method for second order elliptic equations, with essential imposition of Neumann conditions. Doha and Bhrawy [9] considered an efficient direct solver for multidimensional elliptic Robin boundary value problems using the Legendre spectral method. But they did not adopt the partition of considered domains. We also refer to the work of [10,29,30]. In this paper, we developed a new and simpler spectral element method suitable for high order problems, with the essential imposition of mixed Dirichlet-Neumann boundary conditions.
4. Spectral Method for High and Odd Order Problems

We now turn to the spectral method for high and odd order problems. For simplicity of statements, we consider the following problem with homogeneous boundary condition (cf. Ma and Sun [26] for \( m = 1 \),

\[
\begin{aligned}
&\partial_t U(x, t) + (-1)^{m+1} \partial_x^{2m+1} U(x, t) = f(x, t), \quad x \in \Lambda, \ t > 0, \\
&\partial_x^k U(\pm 1, t) = \partial_x^m U(1, t) = 0, \quad 0 \leq k \leq m - 1, \ t > 0, \\
&U(x, 0) = U_0(x), \quad x \in \Lambda.
\end{aligned}
\]

(4.1)

Let \( V(\Lambda) = \{ v \mid v \in H^{m+1}(\Lambda) \cap H^m_0(\Lambda) \text{ and } \partial_x^m v(1) = 0 \} \). The weak form of (4.1) is to find \( U \in L^\infty(0, T; L^2(\Lambda)) \cap L^2(0, T; V(\Lambda)) \), such that

\[
\begin{aligned}
&\left( \partial_t U, v \right) - \left( \partial_x^{m+1} U(t), \partial_x^m v \right) = \left( f(t), v \right), \quad \forall v \in H^m_0(\Lambda), \ t > 0,
\end{aligned}
\]

(4.2)

with \( U(0) = U_0 \). If \( U_0 \in V(\Lambda) \) and \( f \in L^2(0, T; H^{m+1}(\Lambda)) \), then (4.2) has a unique solution.

Let \( V_N(\Lambda) = V(\Lambda) \cap P_N(\Lambda) \) and \( V^*_N(-1, \Lambda) = H^m_0(\Lambda) \cap P_{N-1}(\Lambda) \). The spectral Petrov-Galerkin method for (4.2) is to seek \( u_N(t) \in V_N(\Lambda) \), such that

\[
\begin{aligned}
&\left( \partial_t u_N(t), \phi \right) - \left( \partial_x^{m+1} u_N(t), \partial_x^m \phi \right) = \left( f(t), \phi \right), \quad \forall \phi \in V^*_N(-1, \Lambda), \ t > 0,
\end{aligned}
\]

(4.3)

with \( u_N(0) = P_{N,m+1,m} U_0 \). Due to (2.7), we have \( u_N(0) \in V_N(\Lambda) \).

For the analysis of convergence, we set \( U_N = P_{N,m+1,m} U \in V_N(\Lambda) \). By virtue of (2.10) with \( \mu = \sigma = m + 1 \) and \( \lambda = m \), we have from (4.2) that

\[
\begin{aligned}
&\left( \partial_t U_N(t), \phi \right) - \left( \partial_x^{m+1} U_N(t), \partial_x^m \phi \right) + G(\phi, t) = \left( f(t), \phi \right), \quad \forall \phi \in V^*_N(-1, \Lambda), \ t > 0,
\end{aligned}
\]

(4.4)

with

\[
G(\phi, t) = (\partial_t U(t) - U_N(t), \phi).
\]

Further, let \( \tilde{U}_N = u_N - U_N \). Subtracting (4.4) from (4.3) yields

\[
\begin{aligned}
&\left( \partial_t \tilde{U}_N(t), \phi \right) - \left( \partial_x^{m+1} \tilde{U}_N(t), \partial_x^m \phi \right) = G(\phi, t), \quad \forall \phi \in V^*_N(-1, \Lambda), \ t > 0,
\end{aligned}
\]

(4.5)

In addition, \( \tilde{U}_N(0) = 0 \).

Next, following the same line as in [25,26], we introduce the polynomial \( \eta_N = (1-x)^{-1} \tilde{U}_N \in V^*_N(-1, \Lambda) \). A direct calculation shows

\[
\begin{aligned}
&\left( \partial_x^{m+1} \tilde{U}_N(t), \partial_x^m \eta_N(t) \right) \\
&= - \left( \partial_x^{m+1} \eta_N(t), (1-x)\partial_x^m \eta_N(t) \right) + (m+1)\|\partial_x^m \eta_N(t)\|^2 \\
&= (m + \frac{1}{2})\|\partial_x^m \eta_N(t)\|^2 + \left( \partial_x^m \eta_N(-1, t) \right)^2.
\end{aligned}
\]

(4.6)

Thanks to (2.9) and the Poincaré inequality, we deduce that

\[
2|G(\eta_N, t)| \leq 2|\partial_t (U_N(t) - U(t))||\partial_x^m \eta_N(t)| \\
\leq \frac{1}{2} \|\partial_x^m \eta_N(t)\|^2 + cN^{-2r}|\partial_t \partial_x^r U(t)||^2 \chi(r-m-1,r-m).
\]

(4.7)
By taking $\phi = 2\eta N$ in (4.5) and inserting (4.6) and (4.7) into the resulting equation, we obtain

$$\partial_t \|\hat{U}(t)\|^2_{\chi^{(-1),0}} + m\|\partial_x^m \eta_N(t)\|^2 + (\partial_t^m\eta_N(-1,t))^2 \leq cN^{-2r}\|\partial_t\Omega U(t)\|^2_{\chi^{(r-1,-m)}},$$

By integrating the above inequality and using (2.9) again, we conclude that for integer $r \geq m+1$,

$$\|U(t) - u_N(t)\|^2_{\chi^{(-1),0}} \leq 2\|\hat{U}(t)\|^2_{\chi^{(-1),0}} + 2\|U(t) - U_N(t)\|^2_{\chi^{(-1),0}} \leq cN^{-2r} \left( \int_0^t \|\partial_t\Omega U(\xi)\|^2_{\chi^{(r-1,-m)}} d\xi + \|\partial_t^m U(t)\|^2_{\chi^{(r-1,-m)}} \right).$$  \hspace{1cm} (4.8)

**Remark 4.1.** Ma and Sun [25, 26] proposed a spectral method for the KdV-type equation, i.e., the problem (4.1) with $m = 1$. In the numerical analysis, they took a good comparison function $P_N v$, which leads to much better error estimation. In fact, $P_N v = P_{N,2,1} v$ for any $v \in H^2(\Lambda) \cap H^1_0(\Lambda)$ with $\partial_x v(1) = 0$.

**Remark 4.2.** Guo et al. [17] also considered a spectral method for steady problem corresponding to (4.1). By (3.18) of that paper, we have only

$$\|U - u_N\|^2_{\chi^{(-1),1}} \leq cN^{2m-2r-2}\|\partial_x^r U\|^2_{\chi^{(r-1,-m)}}.$$

If, for instance, $m = 1$, then

$$\|U - u_N\|^2_{\chi^{(-1),1}} \leq cN^{-2r}\|\partial_x^r U\|^2_{\chi^{(r-2,-1)}}.$$

Since the approximated function $U$ does not vanish at $x = 1$, this estimate could not ensure the high accuracy as $x \to 1$. Whereas, by virtue of (4.8) of this paper, for steady problem (4.1) with $m = 1$, we have

$$\|U - u_N\|^2_{\chi^{(-1),1}} \leq cN^{-2r}\|\partial_x^r U\|^2_{\chi^{(r-2,-1)}}.$$

Clearly, our new result improves the corresponding result of [17] essentially. Especially, it ensure the high accuracy of numerical solution as $x \to 1$. It is noted that the result (4.8) with $m = 1$ was also obtained by Ma and Sun [25, 26].

## 5. Numerical Results

In this section, we present some numerical results. For fixedness and simplicity of statements, we focus on the case with $m = 2$ in (3.1).

We first describe the numerical implementation of scheme (3.3). In actual computation, we need five kinds of base functions. We first introduce the local polynomials corresponding to the subintervals $I_i$, such that for $1 \leq i \leq M$,

$$\psi_{i,l}(x) = \begin{cases} Y_{i,l}^{(2,2)}(x), & x \in \bar{I}_i, \\ 0, & \text{otherwise}. \end{cases} \hspace{1cm} (5.1)$$

The sets of $\psi_{i,l}(x)$ form the basis of trial function spaces $Q_{\chi,2}^{(2,2)}(I_i)$ for $1 \leq i \leq M$.

Next, we define the basis functions for matching approximated functions at the interior nodes $x_i$, such that for $1 \leq i \leq M - 1$,

$$\sigma_i(x) = \begin{cases} q_{i+1,0}(x), & x \in \bar{I}_i, \\ q_{i+1,1}(x), & x \in \bar{I}_{i+1}, \\ 0, & \text{otherwise}. \end{cases} \hspace{1cm} (5.2)$$
Obviously, $\sigma_i(x_i) = 1$ and $\partial_x \sigma_i(x_i) = 0$, $1 \leq i \leq M - 1$.

Similarly, we define the basis functions for matching the first order derivatives of underlying functions at the interior nodes $x_i$, such that for $1 \leq i \leq M - 1$,

$$
\lambda_i(x) = \begin{cases} 
\frac{h_i}{2}q_{2,1}^{i,1}(x), & x \in I_i, \\
\frac{h_i}{2}q_{2,1}^{i,1,-}(x), & x \in I_{i+1}, \\
0, & \text{otherwise.}
\end{cases}
$$

(5.3)

Evidently, $\lambda_i(x_i) = 0$ and $\partial_x \lambda_i(x_i) = 1$, $1 \leq i \leq M - 1$.

Furthermore, we take the basis functions for matching approximated functions at the boundary $(x = x_0, x_M)$, as

$$
\zeta_1(x) = \begin{cases} 
q_{2,2}^{0,0}(x), & x \in I_1, \\
0, & \text{otherwise,}
\end{cases}
$$

(5.4)

$$
\zeta_M(x) = \begin{cases} 
q_{2,2}^{M,0}(x), & x \in I_M, \\
0, & \text{otherwise.}
\end{cases}
$$

(5.5)

We also take the basis functions for matching the first order derivatives of underlying functions at the boundary $(x = x_0, x_M)$, as

$$
\xi_1(x) = \begin{cases} 
\frac{h_i}{2}q_{2,1}^{i,1}(x), & x \in I_1, \\
0, & \text{otherwise,}
\end{cases}
$$

(5.6)

$$
\xi_M(x) = \begin{cases} 
\frac{h_i}{2}q_{2,1}^{M,1}(x), & x \in I_M, \\
0, & \text{otherwise.}
\end{cases}
$$

(5.7)

We denote by $b_i = u_{N}(x_i)$ and $c_i = \partial_x u_{N}(x_i)$ for $0 \leq i \leq M$. Thanks to the boundary conditions, we know that $b_0 = \alpha_0$ and $b_M = \beta_0$. Moreover, we set

$$v_i(x) = \sum_{l=1}^{N_i} a_{i,l} \psi_{i,l}(x), \quad \text{for} \quad 1 \leq i \leq M.
$$

Accordingly, we expand the numerical solution $u_N(x)$ as

$$u_N(x) = \sum_{i=1}^{M} v_i(x) + \sum_{i=1}^{M-1} b_i \sigma_i(x) + \sum_{i=1}^{M-1} c_i \lambda_i(x) + c_0 \zeta_1(x) + c_M \zeta_M(x) + \alpha_0 \zeta_1(x) + \beta_0 \zeta_M(x).
$$

(5.8)

Let

$$A(v, \phi) = (\partial^2_x u, \partial^2_x \phi) + (v, \phi), \quad g(\phi) = (f, \phi) + \beta_2 \partial_x \phi(b) - \alpha_2 \partial_x \phi(a).
$$

Then (3.3) can be rewritten as

$$A(u_N, \phi) = g(\phi), \quad \forall \phi \in \mathcal{V}_N(I).
$$

(5.9)

Putting $\phi = \psi_{i,l}$, $4 \leq l' \leq N_i$, $1 \leq i \leq M$, in (5.9), we obtain that

$$A(v_i, \psi_{i,l'}) = g(\psi_{i,l'}) - b_{i-1} A(\sigma_{i-1}, \psi_{i,l'}) - b_i A(\sigma_i, \psi_{i,l'}) - c_{i-1} A(\lambda_{i-1}, \psi_{i,l'}) - c_i A(\lambda_i, \psi_{i,l'})
$$

$$- c_0 A(\zeta_1, \psi_{i,l'}), \quad 4 \leq l' \leq N_i, \quad 2 \leq i \leq M - 1,
$$

(5.10)

$$A(v_1, \psi_{1,l'}) = g(\psi_{1,l'}) - b_1 A(\sigma_1, \psi_{1,l'}) - c_1 A(\lambda_1, \psi_{1,l'}) - c_0 A(\zeta_1, \psi_{1,l'})
$$

$$- \alpha_0 A(\zeta_1, \psi_{1,l'}), \quad 4 \leq l' \leq N_1,
$$

(5.11)

$$A(v_M, \psi_{M,l'}) = g(\psi_{M,l'}) - b_{M-1} A(\sigma_{M-1}, \psi_{M,l'}) - c_{M-1} A(\lambda_{M-1}, \psi_{M,l'}) - c_M A(\zeta_M, \psi_{M,l'})
$$

$$- \beta_0 A(\zeta_M, \psi_{M,l'}), \quad 4 \leq l' \leq N_M.
$$

(5.12)
Besides, we take \( \phi = \sigma_{i'}, \lambda_{i'} \), \( 1 \leq i' \leq M - 1 \), and \( \phi = \xi_1, \xi_M \) in (5.9). Then
\[
A(u_N, \sigma_{i'}) = g(\sigma_{i'}), \quad A(u_N, \lambda_{i'}) = g(\lambda_{i'}),
\]
\[
A(u_N, \xi_1) = g(\xi_1), \quad A(u_N, \xi_M) = g(\xi_M).
\]
(5.13) \hspace{1cm} (5.14)

We are going to resolve the system (5.10)-(5.14). We shall provide an algorithm, which is also very efficient for related unsteady problems. To do this, we introduce the auxiliary functions
\[
v_i(x) = \sum_{l=1}^{N_i} a_{i,l}^{(k)} \psi_{i,l}(x), \quad \text{for} \quad 0 \leq k \leq 4, \quad 2 \leq i \leq M - 1,
\]
with
\[
A(v_i^{(0)}, \psi_{i,l}) = g(\psi_{i,l}), \quad A(v_i^{(1)}, \psi_{i,l}) = -A(\sigma_{i-1}, \psi_{i,l}),
\]
\[
A(v_i^{(2)}, \psi_{i,l}) = -A(\sigma_1, \psi_{i,l}), \quad A(v_i^{(3)}, \psi_{i,l}) = -A(\lambda_{i-1}, \psi_{i,l}),
\]
\[
A(v_i^{(4)}, \psi_{i,l}) = -A(\lambda_1, \psi_{i,l}).
\]
(5.15) \hspace{1cm} (5.16) \hspace{1cm} (5.17)

Then, with the aid of (5.10), we have
\[
v_i(x) = v_i^{(0)}(x) + b_{i-1}v_i^{(1)}(x) + b_i v_i^{(2)}(x) + c_{i-1}v_i^{(3)}(x) + c_i v_i^{(4)}(x), \quad 2 \leq i \leq M - 1.
\]
(5.18)

Next, we introduce the auxiliary functions
\[
v_i^{(k)}(x) = \sum_{l=1}^{N_i} a_{i,l}^{(k)} \psi_{i,l}(x), \quad k = 0, 2, 4, 5, 7,
\]
with
\[
A(v_i^{(0)}, \psi_{i,l'}) = g(\psi_{i,l'}), \quad A(v_i^{(1)}, \psi_{i,l'}) = -A(\sigma_{i-1}, \psi_{i,l'}),
\]
\[
A(v_i^{(2)}, \psi_{i,l'}) = -A(\sigma_1, \psi_{i,l'}), \quad A(v_i^{(3)}, \psi_{i,l'}) = -A(\lambda_{i-1}, \psi_{i,l'}),
\]
\[
A(v_i^{(4)}, \psi_{i,l'}) = -A(\lambda_1, \psi_{i,l'}).
\]
(5.19) \hspace{1cm} (5.20) \hspace{1cm} (5.21)

Then by virtue of (5.11),
\[
v_i(x) = v_i^{(0)}(x) + b_1 v_i^{(2)}(x) + c_1 v_i^{(4)}(x) + c_0 v_i^{(7)}(x) + \alpha_0 v_i^{(7)}(x).
\]
(5.22)

Similarly, we introduce the auxiliary functions
\[
v_M^{(k)}(x) = \sum_{l=1}^{N_M} a_{M,l}^{(k)} \psi_{M,l}(x), \quad k = 0, 1, 3, 6, 8,
\]
with
\[
A(v_M^{(0)}, \psi_{M,l'}) = g(\psi_{M,l'}), \quad A(v_M^{(1)}, \psi_{M,l'}) = -A(\sigma_{M-1}, \psi_{M,l'}),
\]
\[
A(v_M^{(3)}, \psi_{M,l'}) = -A(\lambda_{M-1}, \psi_{M,l'}), \quad A(v_M^{(6)}, \psi_{M,l'}) = -A(\xi_M, \psi_{M,l'}),
\]
\[
A(v_M^{(8)}, \psi_{M,l'}) = -A(\xi_M, \psi_{M,l'}).
\]
(5.23) \hspace{1cm} (5.24) \hspace{1cm} (5.25)

Consequently, we obtain from (5.12) that
\[
v_M(x) = v_M^{(0)}(x) + b_{M-1}v_M^{(1)}(x) + c_{M-1}v_M^{(3)}(x) + c_M v_M^{(6)}(x) + \beta_0 v_M^{(8)}(x).
\]
(5.26)
Furthermore, let
\[ G(x) = \sum_{i=1}^{M} v_i^{(0)}(x) + \alpha_0 v_i^{(7)}(x) + \beta_0 v_i^{(8)}(x) + \alpha_0 \zeta_i(x) + \beta_0 \zeta_M(x). \]  
(5.27)

By substituting (5.18), (5.22), (5.26) and (5.27) into (5.8), we obtain
\[ u_N(x) = \sum_{i=1}^{M-1} \left( h_i \left( v_{i+1}^{(1)}(x) + v_{i}^{(2)}(x) + \sigma_i(x) \right) + c_i \left( v_{i+1}^{(3)}(x) + v_{i}^{(4)}(x) + \lambda_i(x) \right) \right) + c_0 \left( v_1^{(5)}(x) + \xi_1(x) \right) + c_M \left( v_M^{(6)}(x) + \xi_M(x) \right) + G(x). \]  
(5.28)

In actual computation, we first solve the equations (5.15)-(5.17), (5.19)-(5.21) and (5.23)-(5.25), and then evaluate \( G(x) \) explicitly. Next, by instituting (5.28) into (5.13) and (5.14), we derive a system with only \( 2M \) unknown values \( b_i \) \((1 \leq i \leq M - 1)\) and \( c_i \) \((0 \leq i \leq M)\). This is much easier to be resolved. Finally, we obtain directly the numerical solution \( u_N(x) \) by using (5.28).

**Remark 5.1.** We can resolve the three systems (5.15)-(5.17), (5.19)-(5.21) and (5.23)-(5.25) separately. Since the basis function \( \psi_{i,j}(x) \) vanishes outside \( I_i \), it is very simple to be carried out for spectral element scheme (3.3). Moreover, the above three systems do not depend on the data \( f, \alpha_0, \beta_0, \alpha_2 \) and \( \beta_2 \). Thus, we could calculate \( v_i^{(k)}(1 \leq k \leq 4, 2 \leq i \leq M - 1) \), \( v_i^{(k)}(k = 2, 4, 5, 7, 9) \) and \( v_M^{(k)}(k = 1, 3, 6, 8, 10) \), in advance. This fact also simplifies computation essentially and saves much work. In particular, it saves a lot of computational time for the corresponding evolutionary problems. Obviously, it is very suitable for parallel computation too.

**Remark 5.2.** For one-dimensional problems, we may reform original problems to homogeneous problems. In this case, we do not need to use the basis functions \( \zeta_1(x) \) and \( \zeta_M(x) \). However, for multiple-dimensional problems, it is not easy to find proper variable transformation.

We now solve problem (3.2) with \( a = -1 \) and \( b = 1 \), by using scheme (3.3) with the uniform mode \( N_i = N \) and the uniform step size \( h_i = h, 1 \leq i \leq M \). The test function
\[ U(x) = (10x^5 + 5) \sin kx, \quad k \neq 0. \]  
(5.29)

We measure the numerical errors by the maximum norm as follows,
\[ E_N = \max_{1 \leq i \leq M, 1 \leq j \leq N} \left| U \left( \frac{1}{2}(x_{i-1} + x_i) + \frac{h_i}{2} \delta_j \right) - u_N \left( \frac{1}{2}(x_{i-1} + x_i) + \frac{h_i}{2} \delta_j \right) \right|. \]

We first take \( k = 1 \) in (5.29), and list the errors \( E_N \) in Table 5.1. Clearly, the numerical errors decay very fast as \( M = \frac{2}{5} \) and \( N \) increase. This conforms the analysis very well.

We next take \( k = 10 \) in (5.29). Since the test solution oscillates seriously, the standard spectral method \((M = 1)\) and the usual finite element method \((N = 1)\) could not provide accurate numerical results. But, the spectral element method (3.3) might give very good numerical results. In Table 5.2, we list the numerical results with different \( M \) and \( N \). The numerical errors decay very fast as \( M \) and \( N \) increase, even the test function (5.29) oscillates seriously. This conforms the analysis again.
Table 5.1: Numerical errors of scheme (3.3) with \( k = 1 \).

<table>
<thead>
<tr>
<th></th>
<th>( N = 6 )</th>
<th>( N = 10 )</th>
<th>( N = 14 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M = 1 )</td>
<td>4.37E-02</td>
<td>3.14E-06</td>
<td>2.40E-11</td>
</tr>
<tr>
<td>( M = 2 )</td>
<td>2.01E-03</td>
<td>1.34E-08</td>
<td>6.44E-14</td>
</tr>
<tr>
<td>( M = 4 )</td>
<td>1.77E-05</td>
<td>8.39E-12</td>
<td>2.07E-14</td>
</tr>
</tbody>
</table>

Table 5.2: Numerical errors of scheme (3.3) with \( k = 10 \).

<table>
<thead>
<tr>
<th></th>
<th>( N = 6 )</th>
<th>( N = 10 )</th>
<th>( N = 14 )</th>
<th>( N = 18 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M = 1 )</td>
<td>3.13E+02</td>
<td>7.26E+00</td>
<td>1.11E-01</td>
<td>4.43E-03</td>
</tr>
<tr>
<td>( M = 2 )</td>
<td>1.51E+00</td>
<td>1.96E-02</td>
<td>9.76E-05</td>
<td>8.14E-08</td>
</tr>
<tr>
<td>( M = 4 )</td>
<td>2.76E-02</td>
<td>4.49E-05</td>
<td>7.48E-09</td>
<td>2.29E-12</td>
</tr>
<tr>
<td>( M = 8 )</td>
<td>9.97E-04</td>
<td>7.60E-09</td>
<td>5.30E-13</td>
<td>1.80E-13</td>
</tr>
</tbody>
</table>

We now turn to the spectral scheme (3.13). In this case, we need six kinds of base functions. The local polynomials corresponding to the subintervals \( I_i (1 \leq i \leq M) \) are as follows,

\[
\tilde{\psi}_{i,l}(x) = \begin{cases} 
Y_{i,l}^{(m_i,n_i)}(x), & x \in \bar{I}_i, \\
0, & \text{otherwise}.
\end{cases}
\] (5.30)

The choice of parameters \( m_i \) and \( n_i \) depends on \( M \). For \( M = 1 \), we take \( m_1 = n_1 = 3 \). For \( M = 2 \), we take \( m_1 = n_2 = 2 \) and \( n_1 = m_2 = 3 \). If \( M \geq 3 \), then we take \( m_1 = n_M = 2, n_1 = m_M = 3 \), and \( m_i = n_i = 2 \) for \( 2 \leq i \leq M - 1 \). In addition, \( 5 \leq l \leq N_i \) for \( i = 1, M \), and \( 4 \leq l \leq N_i \) for \( 2 \leq i \leq M - 1 \). The sets of \( \tilde{\psi}_{i,l}(x) \) form the basis of trial function spaces \( Q_{N_i}^{(2,3)}(I_i), Q_{N_i}^{(3,2)}(I_M) \) and \( Q_{N_i}^{(2,3)}(I_i) \) for \( 2 \leq i \leq M - 1 \), respectively.

The basis functions for matching approximated functions at the interior nodes \( x_i(1 \leq i \leq M - 1) \) are

\[
\tilde{\sigma}_i(x) = \begin{cases} 
\bar{q}_{m_i,n_i,0}^i(x), & x \in \bar{I}_i, \\
\bar{q}_{m_i,n_i,0}^{i+1}(x), & x \in \bar{I}_{i+1}, \\
0, & \text{otherwise}.
\end{cases}
\] (5.31)

The choice of parameters \( m_i \) and \( n_i \) depends on \( M \). For \( M = 2 \), we take \( m_1 = n_2 = 2 \) and \( n_1 = m_2 = 3 \). If \( M \geq 3 \), then we take \( m_1 = n_M = 2, n_1 = m_M = 3 \), and \( m_i = n_i = 2 \) for \( 2 \leq i \leq M - 1 \). Obviously, \( \tilde{\sigma}_i(x_i) = 1 \) and \( \partial_x \tilde{\sigma}_i(x_i) = 0, 1 \leq i \leq M - 1 \).

The basis functions for matching the first order derivatives of underlying functions at the interior nodes \( x_i(1 \leq i \leq M - 1) \) are

\[
\tilde{\lambda}_i(x) = \begin{cases} 
\frac{h_i}{b_{i+1}} \bar{q}_{m_i,n_i,1}^i(x), & x \in \bar{I}_i, \\
\frac{h_i}{b_{i+1}} \bar{q}_{m_i,n_i+1,1}^{i+1}(x), & x \in \bar{I}_{i+1}, \\
0, & \text{otherwise},
\end{cases}
\] (5.32)

where \( m_i \) and \( n_i \) are the same as for \( \tilde{\sigma}_i(x) \). Evidently, \( \tilde{\lambda}_i(x_i) = 0 \) and \( \partial_x \tilde{\lambda}_i(x_i) = 1, 1 \leq i \leq M - 1 \).

The basis functions for matching approximated functions at the boundary \((x = x_0, x_M)\) are

\[
\tilde{\zeta}_1(x) = \begin{cases} 
\bar{q}_{m_1,n_1,0}^i(x), & x \in \bar{I}_1, \\
0, & \text{otherwise},
\end{cases}
\] (5.33)
\[
\tilde{\zeta}_M(x) = \begin{cases} 
q_{M,+}^{m_M,n_M}(x), & x \in \bar{I}_M, \\
0, & \text{otherwise},
\end{cases}
\]

where \( m_1 = n_1 = m_M = n_M = 3 \), for \( M = 1 \), while \( m_1 = n_M = 2 \) and \( n_1 = m_M = 3 \), for \( M \geq 2 \).

The basis functions for matching the first order derivatives of underlying functions at the boundary \((x = x_0, x_M)\) are

\[
\tilde{\xi}_1(x) = \begin{cases} 
\frac{h}{2}q_{m_1,n_1,1}^{1,-}(x), & x \in \bar{I}_1, \\
0, & \text{otherwise},
\end{cases}
\]

\[
\tilde{\xi}_M(x) = \begin{cases} 
\frac{h_M}{2}q_{m_M,n_M,1}^{M,+}(x), & x \in \bar{I}_M, \\
0, & \text{otherwise},
\end{cases}
\]

where \( m_1, n_1, m_M \) and \( n_M \) are the same as in (5.33) and (5.34).

Furthermore, we take the basis functions for matching the second order derivatives of underlying functions at the boundary \((x = x_0, x_M)\), as

\[
\tilde{\eta}_1(x) = \begin{cases} 
\frac{h^2}{2}q_{m_1,n_1,2}^{1,-}(x), & x \in \bar{I}_1, \\
0, & \text{otherwise},
\end{cases}
\]

\[
\tilde{\eta}_M(x) = \begin{cases} 
\frac{h_M^2}{2}q_{m_M,n_M,2}^{M,+}(x), & x \in \bar{I}_M, \\
0, & \text{otherwise},
\end{cases}
\]

where \( m_1, n_1, m_M \) and \( n_M \) are the same as in (5.33) and (5.34).

Furthermore, we let

\[
\bar{u}_i(x) = \sum_{l=5}^{N_i} a_{i,l} \tilde{u}_{i,l}(x), \quad \text{for} \quad i = 1, M,
\]

\[
\bar{v}_i(x) = \sum_{l=4}^{N_i} a_{i,l} \tilde{v}_{i,l}(x), \quad \text{for} \quad 2 \leq i \leq M - 1.
\]

We expand the numerical solution \( u_N(x) \) as

\[
u_N(x) = \sum_{i=1}^{M} \bar{u}_i(x) + \sum_{i=1}^{M-1} b_i \tilde{\sigma}_i(x) + \sum_{i=1}^{M-1} c_i \tilde{\lambda}_i(x) + c_0 \tilde{\xi}_1(x) + c_M \tilde{\xi}_M(x) + c_0 \tilde{\kappa}_1(x) + \beta_0 \tilde{\kappa}_M(x) + \alpha_2 \tilde{\eta}_1(x) + \beta_2 \tilde{\eta}_M(x),
\]

where \( b_i, c_i \) are the same as before.

Let \( A(v, \phi) \) and \( g(\phi) \) be same as in (5.9). Then the scheme (3.13) can be rewritten as

\[
A(u_N, \phi) = g(\phi), \quad \forall \phi \in \mathcal{V}_N(I).
\]

Table 5.3: Numerical errors of scheme (3.13) with \( k = 1 \).

<table>
<thead>
<tr>
<th></th>
<th>( N = 6 )</th>
<th>( N = 10 )</th>
<th>( N = 14 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M = 1 )</td>
<td>6.61E-02</td>
<td>3.97E-06</td>
<td>2.82E-11</td>
</tr>
<tr>
<td>( M = 2 )</td>
<td>3.07E-03</td>
<td>1.65E-08</td>
<td>5.13E-14</td>
</tr>
<tr>
<td>( M = 4 )</td>
<td>2.68E-05</td>
<td>1.03E-11</td>
<td>7.99E-15</td>
</tr>
</tbody>
</table>
We can resolve (5.40) in the same way as for (5.9).

In Tables 5.3 and 5.4, we list the numerical errors of scheme (3.10) for solving problem (3.2) with the test function (5.29), \( k = 1, 10 \). We find that the spectral element method with essential imposition of boundary conditions works well even for oscillated solutions.

It is noted that some authors provided certain other base functions and interpolations for matching Neumann and Robin boundary conditions exactly, see [28, 29].

### 6. Concluding Remarks

In this paper, we proposed the new spectral and spectral element methods for high order problems with mixed inhomogeneous boundary conditions. We derived the error estimates precisely. We also provided the spectral element method with essential imposition of mixed boundary conditions. The numerical results indicated the high accuracy of suggested algorithm, which works well even for oscillating solutions. Although we only considered two model problems in this work, the idea and techniques developed in this work are also useful for a large class of spectral and spectral element methods for other high order problems with various boundary conditions.

The main idea and technology developed in this paper could be extended to multi-dimensional problems. Recently, Yu and Guo [31] considered the Legendre quasi-orthogonal approximation in two-dimensional space with its application to spectral element method for fourth order problems. For example, let domain \( \Omega \) be a union of several rectangles, with the boundary \( \partial \Omega = \partial^* \Omega \cup \partial^{**} \Omega \), \( \partial^* \Omega \cap \partial^{**} \Omega = \emptyset \). Let \( d \) and \( \beta \) be nonnegative constants. Yu and Guo [31] proposed the spectral element method for following model problem,

\[
\begin{align*}
\Delta^2 U(x) + dU(x) &= F(x), & \text{in } \Omega, \\
\Delta U(x) - \beta \partial_n U(x) &= G_1(x), & \text{on } \partial^{**} \Omega, \\
\partial_n U(x) &= G_2(x), & \text{on } \partial^* \Omega, \\
U(x) &= G_0(x), & \text{on } \partial \Omega.
\end{align*}
\]
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